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ABSTRAKT

Odhad softwarového usili je jednim ze zdkladnich ukold v procesu
projektového tizeni. Tento vysledek z urCovani softwarového usili lze vyuzit
K riiznym uceltim, jako je napf. stanoveni nakladt, planovani projektu nebo jeho
pouziti pro ucely nabidkového fizeni projektu a mnoho dalSich souvisejicich
aspektli. Existuje mnoho piedchozich studii souvisejicich s problémy odhadu
usili, jako je zavadéni novych modelii nebo vylepSeni predchozich modela za
ucelem zlepSeni presnosti procesu odhadu.

Od softwarové krize [1] bylo vénovano mnoho usili navrhu modeld vyvoje
softwaru, aby se =zajistilo, Ze se tento proces stane strukturovanéjSim
a udrzitelngjsim. V 80. letech byla vyvinuta metoda Function Points Analysis
(FPA), ktera se stala jednou z kritickych metod pii odhadu velikosti softwaru.
Postupem casu vSak plvodni hodnoty této metody zastaraly a je treba je
aktualizovat.

S rychlym rozvojem oblasti umél¢ inteligence se techniky strojového uceni
staly zakladni sloZkou mnoha Cinnosti vyvoje softwaru, aby uspokojily rostouci
potieby lidi. Tyto techniky strojového uceni nabizeji lepsi budoucnost zejména
pro informatiku a aspekty spolecnosti obecné. SkuteCnost, Ze se staly takeé
nastrojem pro predikci softwaru je v souladu s vyvojovym trendem.

Ptedkladana disertacni prace navrhuje novou metodu vyuZzivajici techniky
strojového ucfeni k navrhu nového systému pro kalibraci slozitosti vah
pouzivanych v metodé¢ FPA a zavadi novy ramec pro optimalizaci vysledki
odhadu usili. Pro realizaci tohoto navrhu je nezbytny vybér vhodného algoritmu
strojového uceni. Kromé toho se také ukdzalo, Ze velky vliv na vysledky odhada
ma klastrovani dat. Proto je navrzeny zplsob klastrovani dat, ktery je aplikovan
podle vhodného klastrovaciho kritéria.

Vysledky ziskané v této praci byly hodnoceny podle nékterych nezaujatych
hodnoticich kritérii a dosdhly mnohem kvalitngjSiho vysledku nez ptivodni
metoda FPA.

Klic¢ova slova: odhad usili vyvoje softwaru, analyza funkcnich bodii, vahy
funkcni slozZitosti, kategorialni promenné, klastrovani dat, strojové uceni



ABSTRACT

Estimating software effort is one of the essential tasks in the project
management process. Various purposes can use this result from determining the
software effort, such as determining the cost, planning the project, or using it for
project bidding purposes and many other related aspects. There have been a lot of
previous studies related to effort estimation problems, such as introducing new
models or improving previous models to improve the accuracy of the estimation
process.

Since the software crisis [1], efforts have been made to propose software
development models to ensure this process becomes more structured and
sustainable. In the 1980s, the Function Points Analysis (FPA) method was
proposed and has become one of the critical models in software size estimation.
However, over time, the original values of this method have become obsolete and
need to be updated.

With the rapid development of the field of artificial intelligence, typically,
machine learning techniques have become a core component for many software
development activities to meet human's growing needs. These machine learning
techniques offer a brighter future for computer science in particular and aspects
of society in general. The fact that it has become a tool for software prediction is
not out of the development trend.

This thesis proposes a new method using machine learning techniques to
present a new calibration complexity weight system applied in the FPA method
and introduces an optimization framework for optimizing the effort estimation
results. To implement this proposal, choosing a suitable machine learning
algorithm is indispensable. In addition, data clustering has also proven that has a
great influence on the estimation results. Therefore, the proposed method is also
applied according to a particularly suitable clustering criterion.

The results obtained in this study were evaluated against some unbiased
evaluation criteria and achieved a much better result than the original FPA
method.

Keywords: Software Effort Estimation, Function Point Analysis, Data
Clustering, Categorical Variables, Machine Learning, Calibration Complexity
Weight.
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1. CURRENT STATE OF EFFORT ESTIMATION

Software estimation techniques today involve three approaches: non-
algorithmic, algorithmic, and machine learning [2], [3]. Each approach has its
advantages and optimal domain of application. In this study, an algorithmic
approach (in particular, IFPUG FPA) is used as the fundamental technique in
which the size estimation stage is customized based on machine learning
techniques to calibrate the system complexity weight. This section will examine
the state of the current effort estimation studies. We will look at the workaround
of these approaches.

The FPA method has made certain contributions to the software industry.
Albrecht [4] first introduced FPA in 1979 and presented the Functional Point (FP)
metric to measure the functionality of a project. It was proposed in response to a
number of problems with other system size measures, such as lines of codes.
Effective software development and maintenance management with FPA was
advocated and made more widely known in 1986 by the International Function
Point User Group (IFPUG) [5]

However, the FPA method has encountered some disputes from different
researchers - in terms of advantages and limitations. Steven et al. [6] studied FPA
from a manager’s and developer’s perspective-based on 13 attributes with three
key findings: SLOC count is less complicated than FP; developers are better able
to comprehend the benefits of FP than managers; the difference between
managers and developers is in the Values Block Communication necessary to
propound informed decisions. Some studies reported that the FPA method does
not create consistent results when applied to different metrics [7], [8]. Meli [9]
pointed out a mismatch between the complexities established for the Base
Functional Components and the possible productivity estimates.

Many studies showed that the FPA scored the BFC incorrectly. For example,
the same data function and/or the same transactional function with different
combinations of DET and RET/FTR can be categorized with the same
complexity. This leads to the same number of function points for the data
functions and/or transactional functions. They also notice that - in some situations,
functionalities that have very similar DET and RET / FTR can be categorized with
different complexities; and thus, receive different FPA weightings.

Xia et al. - [10] doubted that the Unadjusted Function Points weight values,
which were raised based on a study of the IBM data processing systems - (locally),
could not reflect the software globally. In [11], they continually point out the
existence of ambiguous classification, and the original method may not fully
reflect the reality of the software complexity under the specific software
application. In [12], they proved that there is no clear boundary between two
classifications in FP counting. To resolve these problems, the authors suggested



the merging of three techniques - (Fuzzy Logic, Artificial Neural Networks, and
Statistical Regression) in a neuro-fuzzy function point calibration model.

Ahmed et al. [13] showed that many factors could be affected by the
complexity of FP weight metrics values, like methodologies to develop software,
support tools, and other factors. The authors proposed that new FPA weights were
measured based on an adapted genetic algorithm. The proposed algorithm is based
on a set of initial solutions - using biologically inspired evolution mechanisms to
derive new - and possibly better, solutions.

According to Hajri et al. [14], the classification of function types into simple,
average, and complex does not reflect the entire complexity necessary to develop
user systems. The main improvement idea of this research is to establish a new
weighting system for FP measurement using Artificial Neural Networks (ANN),
that is to say, (the back-propagation technique). In the first step, they use the
original weights system as baselines in order to establish the new weights. Next,
they train one of the most popular Neural Networks techniques to predict the
values of the new weights. And then, they apply the new weights and the original
weights in the FP model. Finally, they calculate the FP count, depending on the
original and new weights.

Ya-Fang et al. [15] studied that the BFCs weights - which were set by IFPUG,
are said to reflect the functional size of the software, but actually - today's
software differs drastically from the past; so it is no longer suitable. Authors also
discovered that this inconsistency in a large number of BFCs, which lies on the
specified intervals” boundary areas, becomes even worse. The cause is due to the
inaccurate classification of various system functionalities — which would distort
its functional size.

The Function Points Measurement Process is not accurate in some specific
cases, as demonstrated by Rao and Raju [16], and the number of referenced items,
which establishes the lower limits of the high-complexity range, can lead to the
same measurement accuracy issues, particularly in systems that reference a
variety of data element types (DETS).

To learn about various machine learning (ML) strategies, their estimate
accuracy, and the comparison between multiple models and estimation contexts,
Wen et al. [17] looked through 84 original studies of ML techniques in SEE. This
study discovered that eight different ML techniques have been used in SEE and
concluded that ML models offer more accurate estimates than non-ML models.
Case-Based Reasoning, Artificial Neural Networks, Decision Trees, Bayesian
Networks, Support Vector Regression, Genetic Algorithms, Genetic
Programming, and Association Rules are the eight ML subtypes mentioned
above. They also discovered that DT, ANN, and CBR are utilized the most
frequently.



Phannachitta [18] analyzed 13 different datasets using 14 machine learning
algorithms frequently utilized in data science. According to the results, two
algorithms, random forest and bagging, outperform the other algorithms.
Additionally, the author suggests merging algorithms to get better outcomes. The
author revisits another study's comparison of software effort adaptors based on
heuristics and machine learning methods [19]. The authors integrated the seven
separate methods. Ordinary least squares regression, classification and regression
trees, SVR, ANN, deep random forests, and Gradient boosting machines are the
algorithms employed in this work. The findings of this research suggest that a
combination model is required to get more accurate estimates. The study's top
performer was the analogy-based model, which adjusts to the effort by combining
the Gradient boosting machine algorithm and a conventional adaptation method
based on productivity adjustment.

S. Shukla and S. Khumar [20] use LR, SVM, KNN, and ANN algorithms to
find a more feasible model for estimating software effort. The authors prove
experimentally that the ANN algorithm is the best in this case. In another study
[21], the authors used ANN with its ensembles (Ridge-MLPNN, Lasso-MLPNN,
Bagging-MLPNN, and AdaBoost-MLPNN) to improve the software performance
estimation process. The result signified that this model improves the performance
compared to just ANN, and the combination of AdaBoost-MLPNN produced the
highest accuracy. Priya Varshini et al. [22] used the ensemble technique to find
the best suitable method with the same idea about using ensemble approaches for
software estimation. Ensemble techniques studied for assessment were averaging,
weighted averaging, stacking, boosting, and bagging. Single models considered
for comparison were SVM, decision tree, random forest, neural net, ridge,
LASSO, elastic net, and deep net algorithms. The proposed stacking using
random forest provided the best result. This result was compared with the singles
model and also got outperformed.

Additionally, Hammad et al. [23] examined four different algorithms (MLR,
SVM, ANN, and K-Star) in estimating the real effort from the software features
at the early phases of the software development life cycle to find a good ML
technique for predicting software effort. The outcomes demonstrate the viability
of using ML for software effort estimation. The results produced by SVM are the
best of the four suggested algorithms.

Another issue related to this study is the application of data clustering
techniques to improve the accuracy of the software effort estimation process.

Using parametric models with a mathematical foundation has some drawbacks,
as demonstrated by Aroba et al. [24]. These restrictions can be overcome by
combining segmentation models with the participation of other models to produce
one model. Due to the fuzziness, it is crucial to take into account the fact that a
project only fits within one segment. In order to estimate software cost, a



segmentation model based on fuzzy logic is proposed. According to experimental
findings, accuracy has dramatically increased.

Using three categorical variables—relative size, industrial sector, and
organization type area - P. Silhavy et al. [25] created a novel categorical variable
segmentation model based on dataset segmentation. The category variable of
relative size serves as the segmentation parameter for the suggested approach.
The proposed approach beats the IFPUG FPA model, spectral clustering-based
models, and regression models in terms of estimation accuracy.

A soft computing approach to estimating software effort was suggested by
Azath et al.[26] . The dataset clustered by the fuzzy-c-means clustering algorithm
will be used to produce the rules. These learned rules will serve as the input for
another neural network-based operation. This study's neural network model is an
amalgam of optimization algorithms. This optimization algorithm will use the
algorithms Artificial Bee Colony (ABC), Modified Cuckoo Search (MCS), and
hybrid ABC-MCS. The experiment made use of the NASA 60, NASA 90, and
Desharnais databases. The outcomes obtained using this suggested paradigm are
excellent.

Prokopova et al. [27] analyze three different distance metrics using k-means,
hierarchical, and density-based clustering techniques. The outcomes emphasize
the significance of choosing the proper clustering type and distance metric. The
authors demonstrate that hierarchical clustering results in inaccurate cluster
distributions and can thus not be used. K-means clustering appears to be the
segmentation technique that performs the best.

According to Bardisiri et al. [28], clustering as a method of dataset
segmentation significantly impacts the accuracy of development effort estimation
since it enables the removal of insignificant projects from historical data points.
In that study, the authors put up a hybrid model that incorporates fuzzy clustering,
artificial neural networks, and analogy-based estimation. The test made use of the
Desharnais and Maxwell datasets. The experimental findings show promise,
reaching up to 127% for the PRED (0.25) evaluation criterion.

Benala et al. [29] combined functional link artificial neural networks with
unsupervised learning approaches in a study to forecast the software effort
(clustering algorithms). To thoroughly examine the performance, the Functional
Link Artificial Neural Networks (FLANNSs) technique was employed in this
instance. Chebyshev polynomials were chosen as the functional expansion
method. The empirical evaluation of this proposed method took into account three
real-world datasets related to software cost estimation. The experimental results
demonstrate that the proposed method performs well for software cost estimates
and can significantly increase the prediction accuracy of standard FLANN.

The above are some of the studies related to this study. In addition, there are
many other studies with proposed solutions to increase the accuracy of the
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estimation process. However, with certain limitations, this study cannot fully
address these contributions.

2. OBJECTIVES OF THE THESIS

With the aim of increasing the accuracy in software effort estimation, this study
uses the IFPUG FPA method combined with machine learning techniques to
allow effort estimation on groups segmented by Industry Sector categorical
variable.

It is necessary to determine the appropriate clustering criteria and algorithm to
solve this target. With the determination of the proper clustering criteria, the
clustering algorithms and categorical variables are assessed to determine the most
suitable clustering criteria. With the determination of the most suitable algorithm,
a survey was conducted to identify some of the most commonly used algorithms
recently and then performed an evaluation on these algorithms to find the most
appropriate algorithm. In addition, the results of the FPA counting process will
also be optimized again to improve the accuracy of the final estimate.

Hence, with the above problems, the aim of this thesis is:

1) A calibration complexity weight system for the IFPUG FPA method is
proposed.

2) Create an effort estimation optimization framework based on regression
models, machine learning, clustering, and the use of categorical variables.

3) Based on experiments, compare the proposed approaches with the reference
method FPA and the tested approaches with each other.

4) Assess the contribution of the proposed optimization procedures to the
refinement of the FPA method used for software estimation.

3. PROPOSED METHOD

The essential idea of this study is based on the combination of the IFPUG FPA
method and the machine learning techniques. The FPA takes the basement role,
and the machine learning techniques play an inference role. First, two following
phases should be done as the premise for the whole process: 1) find the best
suitable machine learning algorithm and 2) find the best suitable clustering
criterion. After selecting the best suitable algorithm and clustering criterion, the
calibration phase calibrates and proposes the functional complexity weight
system.

The new project that needs the effort estimation uses the FPA for counting
function points with the default complexity weight (of the FPA method) was
replaced by the new complexity weight system. This phase's result (effort) will be
optimized using the effort optimization framework.



The effort estimation framework uses the voting ensemble model with four
base estimators (Random Forest Regressor, Bayesian Ridge Regressor, MLP
Regressor, and LASSO). The result after this phase is the final result. All these
processes can be illustrated in Fig. 3-1.

Finding the best

relevant machine learning =
algorithm
Calibaration phase using Proposing a new calibration
the CFCW model complexity weight system
Finding the best relevant !
clustering criterion i
M8 |
!
El, EO. v
EQ,ILF, Y VAF, i N
! ) EIF PE A
Mew Project Compute UFP }—) Effort estimation
. A . -
Y
Effort Optimization
Framework
Final effort

Fig. 3-1.Theoretical Framework

In the main step of proposing the new calibration complexity weight system,
the Calibration of Functional Complexity Weight (CFCW) algorithm is proposed.
This algorithm (CFCW) elicits the complexity weights from the El, EO, EQ, EIF,
and EIF variables using Bayesian Ridge Regression.

Another vital proposition is the effort optimization framework (named CFCW
Optimization - CFCWO). This frame is constructed based on an ensemble
algorithm with some base estimators. This framework takes a final role in the
estimation of the effort.

3.1 Applying machine learning algorithms in effort estimation

Choosing the suitable algorithm for the estimator is a matter of first concern.
Selecting a lousy algorithm can lead to estimating results that are not as expected.
The development project can end up failing because of this selection. Moreover,
for each different dataset, the suitable algorithm for it is also different. A practical
algorithm for a dataset could not necessarily be adequate for another.



Many ML algorithms have been proposed and applied in recent years. Each
algorithm proves its superiority in certain areas. Hence, between these algorithms,
whether any algorithm will be suitable for the proposal in the research of this
thesis. Another important thing is that we can hardly try all ML algorithms. So,
choosing the test algorithms is also a challenging problem. In this study, we carry
out a survey to find out the most used algorithms today and then select some
algorithms to test.

Based on this survey, five most-used ML algorithms are Linear Regression,
SVM, ANN, Ridge Regression, and LASSO. They are the algorithms used in turn
in the CFCW model to infer the most suitable algorithm.

We perform an experiment to find the most suitable algorithm for proposing
the new calibration functional complexity weight system based on these selected
algorithms. This experimental process can be illustrated in Fig. 3-2.
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Fig. 3-2. Finding the best relevant algorithm

The following is a description of this procedure: First, the dataset will be
filtered and preprocessed. After this step, the dataset is now called the tested
dataset. Four cases need to be evaluated in this test. We can group them into two
groups: the first group includes the first and second cases; the second group
includes the third and fourth cases.

In the first case, the experiment will be conducted using the FPA method on
the entire non-clustered dataset. This case is considered the baseline model for
comparison with other models.



The second case will still be performed on the entire non-clustered dataset but
now apply the CFCW algorithm in the effort estimation process. Specifically, this
case will use five machine learning algorithms, MLR, MLP, BRR, LASSO, and
SVR, respectively, to estimate complexity weight.

In the third case, the tested dataset will be segmented according to the Industry
Sector categorical variable, then use the FPA method on the segments to estimate
the effort.

The last case of this experiment is to use the CFCW algorithm on five machine
learning algorithms on the clusters identified by the Industry Sector categorical
variable segmentation.

These cases will be evaluated through the evaluation criteria mentioned in the
section and compared. The ultimate goal is to find the algorithm with the lowest
estimation error.

In short, the tested models used in this experiment are:

1. IFPUG FPA method on the entire non-clustered dataset.

2. CFCW method with the specific algorithm on the entire non-clustered
dataset.

3. IFPUG FPA on the clusters formed by clustering the ISBSG dataset
using the Industry Sector categorical variable.

4. CFCW method with the specific algorithm on the clusters formed by
clustering the ISBSG dataset using the Industry Sector categorical
variable.

3.2 Applying segmentation techniques in effort estimation

This section considers two segmentation approaches: 1) segmentation based on
categorical variables; 2) segmentation based on clustering algorithms. This
process aims to find the best suitable segmentation criterion for proposing the new
calibration functional complexity weight system.

In general, the terms clustering and segmentation may have different meanings,
but in this study, these two concepts are the same meaning and are
interchangeable.

3.2.1 Using categorical variables

The same problem for algorithm selection; in the ISBSG dataset, many
categorical variables can be used for segmentation. We can hardly test for all these
variables. Therefore, through a survey to investigate the recent categorical
variables, we will choose the representative variables for this study.

Based on the survey, the categorical variables used in this study are the most
used categorical variables. They are Development Platform (DP), Industry Sector



(1S), Language Type (LT), Organization Type (OT), and Project Relative Size
(RS). The test model is visualized in Fig. 3-3.
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Fig. 3-3. Finding the best suitable categorical variables

There are four cases to evaluate in this model. The first case is still testing the
IFPUG FPA method on an entire non-clustered dataset as a baseline model for
comparison.

With the best suitable algorithm (BRR), the second case is tested on the entire
dataset with the CFCW algorithm built on this best-fit machine learning
algorithm.

The third and fourth cases start with segmenting the tested dataset according to
the categorical variables mentioned. For each of these categorical variables,
specific criteria are defined then the tested dataset will be segmented according
to these criteria. The third case will be performed on the IFPUG FPA method, and
the fourth case will be conducted on the CFCW method with the algorithm
selected for the Complexity weight correction.

Tested models:

1. IFPUG FPA method on the entire non-clustered dataset.

2. CFCW method on the entire non-clustered dataset with suitable ML
algorithm.

3. IFPUG FPA method on the clusters formed by clustering the ISBSG
dataset using the specific categorical variable.

4. CFCW method on the clusters formed by clustering the ISBSG dataset
using the specific categorical variable.
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The segmentation criteria of the six categorical variables are: Development
Platform (DP), Industry Sector (1S), Language Type (LT), Organization Type
(OT), Project Related Size (RS)

3.2.2 Using segmentation algorithms

Previous researchers have proposed many clustering algorithms. People have
tried to organize them into groups of relative similarity for easy access and
application. However, this categorization is just relatively because there are
algorithms that can belong to different groups.

Regarding the problem of categorizing clustering algorithms, there have been
many studies looking at the classification of these clustering algorithms. In this
study, according to these classifications, we try to choose algorithms so that they
belong to different groups relatively. This choice is difficult because we cannot
evaluate all existing clustering algorithms. A representative group is possible
within the realm of possibility. Therefore, the following algorithms in Table 3-1
are selected in the experiment of this study.

Table 3-1. Selected clustering algorithms

No. | Clustering Algorithms Abbr.
1 Balanced Iterative Reducing and Clustering Hierarchies BIR
(BIRCH)

2 Fuzzy C-Means FCM
3 | Gaussian Mixture Model GMM
4 k-means KM

5 | MeanShift MS

6 | Spectral SC

The process of this experiment can be illustrated in Fig. 3-4. The features of all
clustering algorithms in this study are El, EO, EQ, ILF, EIF, and VAF.

10
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Fig. 3-4. Finding the best suitable segmentation algorithms

Firstly, the filtering and pre-processing of the ISBSG dataset should be done;
Then, the outliers of the entire dataset should be detected and removed. After this
step, the original dataset was called the tested dataset. Before performing the
estimation step, the 5-fold cross-validation procedure was used for the full tested
dataset in the baseline case. In the remaining cases, clustering algorithms were
used to cluster the dataset. The tested dataset will be clustered into clusters, and
the 5-fold cross-validation is also used on these clusters. The IFPUG FPA and
CFCW estimate approaches were used in the estimation process. Finally, the
results are compared using the estimation assessment with evaluation criteria. The
CFCW algorithm, in this case also built on this best-fit machine learning
algorithm (BRR).

Tested models in this experiment are:

1. IFPUG FPA method on the entire non-clustered dataset.

2. CFCW method on the entire non-clustered dataset.

3. IFPUG FPA method on clusters formed by clustering the ISBSG dataset
using the specific clustering algorithm.

4. CFCW method on the clusters formed by clustering the ISBSG dataset
using the specific clustering algorithm.

Some clustering algorithms don’t need to determine the number of clusters as
a parameter, while some are required. In selected clustering algorithms, BIRCH
and MeanShift do not need to specify the number of clusters; Remains algorithms
need this parameter. We will use the Silhouette methodology [30] in this study to
determine the number of eligible clusters for each clustering methodology. Fig.
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3-5 presents the results of determining the number of clusters with these
algorithms.
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Fig. 3-5. Determining the number of k-optimal for algorithms

3.3 Propose a New Calibration System and Optimization
Framework

After finding the best suitable algorithm and segmentation criteria, the next
step will be to propose a new calibration complexity weight system and
optimization framework. Fig. 3-6 presents the experiment phases for this process.
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Fig. 3-6. Proposing new calibration and optimization algorithms

Basically, this process has three phases: 1) Data pre-processing, 2) Calibration,
and 3) Optimization.

In the first phase, the dataset will be filtered as well as preprocessed. The data
Is now called the tested dataset. At this point, two experimental branches are
deployed: one on the entire unsegmented tested dataset and the other on the tested
dataset segmented according to the best-fit clustering criteria. Both branches are
performed in the subsequent calibration phase. The CFCW algorithm will be
applied in this calibration phase with the best-fit machine learning algorithm to
propose a new calibration functional complexity weight system. This calibration
functional complexity weight system will be used to calculate the UFP value,
followed by the effort estimation. After that, the process transitions to the third
phase, optimization. In this optimization phase, an ensemble model (Voting
Regressor with base-estimators Random Forest Regressor, Bayesian Ridge, MLP
Regressor, and LASSO) will be trained with the input of effort calculated in the
second phase and then output the final result.

Four tested models are grouped into two groups in this process. The first group
includes tested models 1 and 2, and the second group contains tested models 3
and 4.

1. Applying the FPA method to the entire unsegmented dataset.

2. Applying the CFCW method and then the CFCWO method to the entire
unsegmented dataset.

3. Applying the FPA method to the segments yielded by the best-suitable
segmentation criteria.

4. Applying the CFCW method and then the CFCWO method to the segments
yielded by the best-suitable segmentation criteria.

4. MAIN RESULTS

This section presents the results archive from the experiment. Also, reiterate
the goal of the investigation in this study is to find the most suitable algorithm
and data segmentation criteria and then apply them to our proposal for a new
calibration complexity weight system.

There are three subsections in this section: The first is finding the most suitable
machine learning algorithm results, the second is the experimental result of
determining the most appropriate segmentation criteria, and the third of proposing
a new calibration complexity weight system.
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4.1 Finding the best suitable Machine Learning algorithm

This section presents the results with the experimental model presented in
section 6.2. In this section, there is a notation that we should mention. The CFCW
model with the addition suffix is the notation for which algorithm means the
CFCW model in which that algorithm replaces BRR. For example, CFCW-MLP
means the CFCW model used by the algorithm MLP.

4.1.1 On the entire non-clustered dataset

In the first group (including 2 experimental tested models 1 and 2 in which the
IFPUG FPA and CFCW methods are applied to the entire dataset without
clustering). Table 4-1 is the results compiled from the experiments.

Table 4-1. Mean values of evaluation results of all algorithms
MAE | MAPE | RMSE | PRED | MBRE | MIBRE
FPA 379.89 | 10.524 | 623.38 0.879 0.106 0.087
CFCW-MLR| 325.88 | 9.096 | 509.50 0.929 0.094 0.079
CFCW-MLP| 354.99 | 9.917 | 568.10 0.900 0.100 0.083
CFCW-BRR| 317.80 | 8.734 | 493.49 0.953 0.090 0.076
CFCW-LAS| 325.83 | 9.094 | 509.41 0.929 0.094 0.079
CFCW-SVR| 351.26 | 9.609 | 558.92 0.903 0.098 0.082

As we can see, the BRR algorithm is the best because it has the minimum
estimation error. Fig. 4-1 shows us the visualization of the experiment results.
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4.1.2 On the clustered dataset

In the second group, the experiment includes two tested models (3 and 4). The
IFPUG FPA and CFCW methods are applied to the segmenting dataset by
Industry Sector categorical variables. Table 4-2 are the results compiled from the
experiment.

Table 4-2. Mean of all algorithms
MAE MAPE | RMSE PRED | MBRE | MIBRE
FPA 45953 | 13.085 | 722.37 0.868 0.132 0.104
CFCW-MLR| 342.15 | 10.246 | 541.77 0.920 0.106 0.085
CFCW-MLP| 415.16 | 11.745 | 667.03 0.897 0.120 0.095
CFCW-BRR| 295.90 9.245 454.25 0.937 0.095 0.076
CFCW-LAS | 341.47 | 10.232 | 540.32 0.920 0.106 0.085
CFCW-SVR| 349.67 | 10.290 | 539.33 0.921 0.107 0.086

As we can see, the BRR algorithm also is the best because it has the minimum
estimation error. Fig. 4-2 shows us the visualization of the experiment results.
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4.1.3 Summary

From the experiment, we can easily see that the BRR algorithm achieves the
most optimal results with four tests in this group. This assertion is made based on
all used evaluation criteria. In all tests, the BRR algorithm consistently achieves
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the lowest estimation error. To conclude this section, we can confirm that the BRR
algorithm is the most suitable algorithm for this study.

4.2 Finding the best suitable clustering criterion

This section presents the results of finding the best segmentation criteria. The
finding for the best suitable segmentation criterion is based on two main
directions: segmentation by categorical variables and segmentation by clustering
algorithms.

4.2.1 With categorical variables

For an overview, Table 4-3 and Table 4-4 are used to represent the combined
results of FPA and CFCW methods on the categorical variables applied in this
study. Each row in this table is the mean of all subgroups in each segment
variable.

Table 4-3. The estimation results of the FPA method on all categorical

variables
MAE MAPE RMSE PRED MBRE MIBRE
DP 362.02 10.430 583.92 0.906 0.105 0.085
IS 288.37 8.489 478.53 0.950 0.086 0.073
LT 366.46 9.763 579.91 0.897 0.099 0.083
oT 329.63 8.860 532.47 0.943 0.091 0.077
RS 350.75 9.168 536.74 0.917 0.094 0.078

Table 4-4. The estimation results of the CFCW method on all categorical

variables
MAE MAPE RMSE PRED MBRE MIBRE
DP 274.30 8.131 410.44 0.957 0.085 0.071
IS 204.63 6.768 327.40 0.980 0.072 0.062
LT 300.36 8.514 442.27 0.971 0.088 0.076
oT 245.40 7.222 365.78 0.980 0.077 0.067
RS 290.95 7.970 415.98 0.934 0.084 0.072

Accordingly, we can easily see that the IS categorical variable criterion

achieves the slightest estimation error on the FPA and CFCW methods. From this
point, we can conclude that the categorical variable "IS" is the most suitable
segmentation criterion among all the assessed categorical variables.

4.2.2 With segmentation algorithms

The experiment's segmentation algorithm findings are presented in this section.
There are four tested models corresponding to each segmentation algorithm. With
the first test model (IFPUG FPA on the entire non-clustered dataset). The results
obtained corresponding to this model are shown in Table 4-5.

16



Table 4-5. FPA method on the whole dataset
MAE MAPE RMSE PRED MBRE | MIBRE
Ex 1 579.46 | 14.380 | 1294.07 0.816 0.146 0.103
Ex 2 588.86 | 14.339 | 1305.18 0.805 0.145 0.102
Ex 3 572.42 | 13.281 | 1308.24 0.839 0.134 0.094
Ex 4 579.38 | 12.815 | 1322.90 0.851 0.130 0.101
Ex 5 624.73 | 15.308 | 1356.72 0.816 0.155 0.106
mean 588.97 | 14.025 | 1317.42 0.825 0.142 0.101
With the second tested model (CFCW over the entire dataset), the obtained
results corresponding to this model are shown in Table 4-6.

Table 4-6. CFCW method on the whole dataset
MAE MAPE RMSE PRED MBRE | MIBRE
Ex1 518.02 13.225 | 1136.31 | 0.897 0.138 0.102
Ex 2 518.27 13.271 | 1132.10 | 0.885 0.137 0.101
Ex 3 547.42 12.947 | 1205.92 | 0.874 0.133 0.098
Ex 4 525.43 11.354 | 1179.33 | 0.920 0.118 0.095
Ex5 565.27 14.301 | 1197.26 | 0.874 0.147 0.105
mean 534.88 13.020 | 1170.19 | 0.890 0.135 0.100
Fig. 4-3 shows the evaluation result of the first and second tested models'
evaluation results in visual form. As we can see, the orange column (CFCW)
always gets a better result than the blue (FPA) in all evaluation criteria.
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The detailed results above were summed up by taking the mean row across all
algorithms. Then the results of FPA and CFCW methods on the algorithms are
shown in Table 4-7 and Table 4-8, respectively.

Table 4-7. FPA method on clusters formed by clustering algorithms

MAE | MAPE | RMSE | PRED | MBRE | MIBRE
Non-clustered | 588.97 | 14.025 | 1317.42 | 0.825 0.142 0.101
BIRCH 373.35 | 9.317 656.88 0.888 0.094 0.079
FCM 378.12 | 8.881 682.41 0.892 0.089 0.075
GMM 369.14 | 8.648 657.01 0.897 0.087 0.073
k-means 371.40 | 9.373 771.34 0.854 0.094 0.076
MeanShift 376.66 | 9.700 626.92 0.876 0.098 0.081
Spectral 396.12 | 9.353 691.35 0.896 0.094 0.079

Table 4-8. CFCW method on clusters formed by clustering algorithms

MAE | MAPE | RMSE | PRED | MBRE | MIBRE
Non-clustered | 534.88 | 13.020 | 1170.19 | 0.890 0.135 0.100
BIRCH 32424 | 8.115 | 526.97 0.976 0.084 0.073
FCM 312.85 | 7.527 | 527.83 0.966 0.077 0.067
GMM 32190 | 7.470 | 534.90 0.976 0.076 0.067
K-means 317.16 | 8.202 604.09 0.948 0.084 0.072
MeanShift 321.30 | 8.360 | 494.17 0.973 0.086 0.074
Spectral 353.78 | 8.334 | 579.83 0.958 0.085 0.075

Fig. 4-4 gives an overall view of all comparisons on all evaluation criteria: 1)
between FPA and CFCW methods and 2) between all selected algorithms.
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Fig. 4-4. Evaluation results of the FPA and CFCW-CA methods on clusters
using the clustering algorithms

Corresponding to all algorithms, we consistently found that 1) applying
clustering algorithms will give estimation accuracy better results than not
applying, and 2) applying the CFCW method gives estimation accuracy better

results than the FPA method.
To confine which algorithm is the best suitable for the evaluated dataset, a

ranking table is created with the rating of each algorithm according to each
evaluation criterion. A mean value of the evaluation criteria (EC) will also be

determined, then considering the ranking position of each algorithm

Table 4-9. The rank of algorithms with the FPA method
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mean
MAE |MAPE |RMSE | PRED |MBRE |MIBRE| of all | rank
EC
WS 7 7 7 7 7 7 7.00 7
BIRCH 3 3 2 4 3 4 3.17 3
FCM 5 2 4 3 2 2 3.00 2
GMM 1 1 3 1 1 1 1.33 1
k-means 2 5 6 6 3 3 4.17 5
MeanShift 4 6 1 5 6 6 4.67 6
Spectral 6 4 5 2 3 4 4.00 4
Table 4-10. The rank of algorithms with the CFCW method
mean
MAE |MAPE |RMSE | PRED |MBRE [MIBRE| of all | rank
EC
WS 7 7 7 7 7 7 7.00 7
BIRCH 5 3 2 1.5 3 4 3.08 3
FCM 1 2 3 4 2 1 2.17 2
GMM 4 1 4 1.5 1 1 2.08 1
k-means 2 4 6 6 3 3 4.00 4
MeanShift 3 6 1 3 6 5 4.00 4
Spectral 6 5 5 5 5 6 5.33 6

The results of the ranking process are presented in Table 4-9 and Table 4-10.
Accordingly, with both the FPA and CFCW methods, the GMM clustering
algorithm has the highest accuracy.

4.2.3 Summary

The experiment's goal in this section is to find which segmentation criterion is
best suitable for the analysed dataset. We examine two aspects of segmentation:
1) segmentation based on segmentation variables and 2) segmentation based on
clustering algorithms. There are four tested models for this experiment. The final
composite results are shown in the following tables:

Table 4-11. The most-suitable results when applying the FPA method to
categorical variables and segmentation algorithms
Types Criteria)l MAE | MAPE |RMSE | PRED | MBRE |[MIBRE
Categorical Variables| 1S [288.37| 8.489 [478.53| 0.950 | 0.086 | 0.073
Clustering Algorithms| GMM |369.14 | 8.648 |657.01| 0.897 | 0.087 | 0.073

Table 4-11 is built based on selecting the results of applying the CFCW
method on the best suitable segmentation criteria (IS) and the best suitable
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algorithm (GMM) based on six evaluation criteria. We can easily see that the FPA
method applied to the clusters segmented by the IS categorical variable has a more
miniature estimation error than the FPA method on the segments based on the
GMM clustering algorithm.

Table 4-12 is built based on the selection of the results of applying the CFCW
method on the best suitable segmentation criteria (IS) and the best suitable
algorithm (GMM) based on six evaluation criteria. Accordingly, we can see that
the estimation results using the CFCW method on the IS categorical variable have
a smaller estimation error than the result achieved on clusters formed by the GMM
algorithm.

Table 4-12. The most-suitable results when applying the CFCW method to
categorical variables and segmentation algorithms

Types Criteria| MAE |MAPE |RMSE | PRED IMBRE|MIBRE

Categorical Variables IS [204.63| 6.768 |327.40| 0.980 | 0.072 | 0.062

Clustering Algorithms| GMM 321.90| 7.470 [534.90| 0.976 | 0.076 | 0.067

According to this result, with the segmentation criterion according to the IS
categorical variable, the estimation accuracy consistently achieves better results
than the remaining criteria on both FPA and CFCW methods. Thus, the
classification variable "IS" is the most suitable segmentation criterion in this
study.

4.3 New Calibration System and Optimization Framework

After determining the best-suitable machine learning algorithm (the BRR
algorithm) and the best-relevant segmentation criterion (the IS categorical
variable), this section aims to propose a new calibration complexity weight
system. After applying this new system to software effort estimation, an
optimization step will be applied to optimize the obtained results to give a better
new result. Following are the results of this process.

In the case of the first tested group, the CFCW model and CFCWO model are
sequentially applied to the unsegmented dataset. For comparison purposes, a
baseline model is also applied in this case. The base model is generated by
applying the FPA model to this unsegmented dataset.

The evaluation results based on six evaluation criteria of this group are listed
in Table 4-13.

Table 4-13. Evaluation results of the first group experiment
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Criteria |Methods| Ex 1 Ex 2 Ex 3 Ex 4 Ex 5 mean
FPA | 695.25 | 732.93 | 639.30 | 671.35 | 654.79 | 678.72

MAE | CFCW | 654.14 | 667.36 | 607.66 | 633.22 | 646.01 | 641.68
CFCWO| 565.39 | 571.50 | 555.00 | 570.61 | 563.25 | 565.15

FPA | 12.692 | 14.947 | 13.721 | 15.099 | 14.445 | 14.181

MAPE | CFCW | 12.425 | 14.033 | 13.267 | 14.174 | 14.168 | 13.613
CFCWO| 11.402 | 12.755 | 12.677 | 13.589 | 13.128 | 12.710

FPA | 1580.32 | 1633.22 | 1591.47 | 1537.69 | 1551.89 | 1578.92

RMSE | CFCW | 1420.73 | 1447.52 | 1427.09 | 1383.34 | 1395.47 | 1414.83
CFCWO| 1089.72 | 1087.42 | 1077.51 | 1042.25 | 1027.52 | 1064.88

FPA 0.826 0.767 0.849 0.791 0.826 0.812

PRED | CFCW | 0.872 0.860 0.884 0.872 0.872 0.872
CFCWO| 0.872 0.860 0.884 0.872 0.872 0.872

FPA 0.129 0.153 0.138 0.153 0.149 0.144

MBRE | CFCW | 0.134 0.147 0.136 0.149 0.153 0.144
CFCWO| 0.120 0.132 0.131 0.144 0.139 0.133

FPA 0.099 0.114 0.096 0.107 0.105 0.104

MIBRE| CFCW | 0.103 0.113 0.099 0.110 0.112 0.107
CFCWO| 0.097 0.105 0.099 0.108 0.106 0.103

As we can see, after applying the CFCW and then CFCWO methods, the
estimation error is consistently more minor using the FPA method. It means that
the proposed methods get more accurate than the FPA method. The calibration
complexity weight system of this case is proposed in Table 4-14. The columns
Ex 1 to Ex 5 are the five experiments on 5-folds cross-validation. The “mean”
column is the mean value of five experiments.

Table 4-14. The calibration complexity weight system on the unsegmented

dataset
Components Complexit Ex1 Ex 2 Ex 3 Ex4 Ex5 | mean
y Level

Low 3.63 2.85 3.27 4.02 3.63 3.48

El Avg. 0.6 0.68 1.72 0.44 2.4 1.17
High 10.5 0.66 6.3 7.38 7.92 8.35

Low 3.08 3.28 3.64 4.2 3.24 3.49

EO Avg. 4.1 4.5 4.2 4.55 4.75 4.42
High 4.27 6.37 7.21 3.08 3.78 4,94

Low 4.08 4.44 3 4.05 3.36 3.79

EQ Avg. 4.6 6.04 7.84 6.04 5.16 5.94
High 3.3 0.66 1.38 1.26 4.8 2.28
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Low 4.8 5.2 5.6 6.1 3.95 5.13
ILF Avg. 5.74 7.56 7.91 7.35 7.56 7.22
High 12.9 9.4 7.7 8.9 9 9.58
Low 8.89 7.28 7.07 6.79 5.6 7.13
EIF Avg. 4.3 8.5 6.4 6.6 9.4 7.04
High 156 | 13.05 | 1545 | 1725 | 174 | 15.75

In the case of the second group, the tested dataset was segmented by the IS
categorical variable (including Banking, Communication, Financial,
Government, Insurance, Manufacturing, Service Industry, and Others). After the
segmentation phase, each segment was applied to the CFCW method to calculate
the effort. These results will be applied to the CWCFO framework for the
optimization phase.

Like the first group, a baseline model is also created for comparison purposes.
This baseline model is based on applying the FPA method to each segment. Based
on six evaluation criteria in Section 6.5, the results of this phase are shown as
follows.

Table 4-15. The evaluation result of the second group experiment

Criteria
Methods
Banking
Commun
ication
Financial
Governm
ent
Insurance
Manufact
uring
Service
Industry
others

FPA 1463.96] 391.92 [219.86|567.01(516.91) 207.29 [319.78/354.73
MAE | CFCW [301.02| 213.70 |195.12/508.22 |376.64| 192.84 [294.48]268.76
CFCWO[244.56| 195.21 |153.93490.69 |350.50 168.38 [256.66/234.33

FPA |10.625 14.416 |8.152| 8.413 13.369| 11.191 | 7.413]10.151
MAPE | CFCW | 7.359| 10.062 |7.722| 7.708 |11.473| 10.422 | 6.638 |8.161
CFCWQ|6.289| 8.616 |6.573| 7.308 [10.749 9.597 [5.928|7.609

FPA 828.43] 574.89 [315.90/1210.29/813.23| 362.54 |461.49/611.07
RMSE | CFCW 441.71) 276.41 279.20[1095.56/548.40| 311.59 [370.71381.67
CFCWOQ[322.69] 257.52 [250.32/1039.66/523.46| 233.31 [340.40329.97

FPA 10.909| 0.820 |[1.000] 0.933 |0.738] 0.782 |0.867|0.875
PRED | CFCW |1.000] 0.940 |1.000| 0.933 |0.862| 0.855 |0.956|0.975
CFCWO[1.000| 0.940 |1.000| 0.933 |0.862| 0.855 |0.956|0.975

FPA |0.106| 0.144 |0.089| 0.087 |0.134| 0.113 |0.074]0.102
MBRE| CFCW |0.076| 0.114 |0.087| 0.081 |0.126]| 0.107 |0.068 |0.085
CFCWQO[0.065| 0.094 |0.071] 0.076 |0.115| 0.099 |0.060]0.080

FPA [0.089| 0.120 |0.077)| 0.0/0 |0.107| 0.085 |0.063|0.086
MIBRE| CFCW |0.068| 0.097 |0.074| 0.066 |0.102| 0.084 |0.060|0.075
CFCWQO[0.060| 0.081 |0.061] 0.063 |0.094| 0.080 [0.052|0.071
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As we can observe, the evaluation results always decrease from FPA to CFCW
and then to CFCWO in all segments for each evaluation criterion. That means that
the CFCW method achieves higher accuracy than the FPA method, and the
CFCWO method is consistently more accurate than the CFCW.

The proposed calibration complexity weight system from this experiment is
shown in Table 4-16. The first column is the name of the components (El, EO,
EQ, ILF, and EIF), and the second column is the complexity level (including Low
(L), Average (A), and High (H)). The third column contains the complexity
weight values from the IFPUG FPA method. The unsegmented column is the
complexity weight corresponding to the unsegmented dataset. The remains
columns are the complexity weight of the segments in IS categorical variable.

Table 4-16. Proposed Calibration Complexity Weight system on segments of
the IS categorical variable

Components
Level
FPA
Unsegmented
Banking
Communication
Financial
Government
Insurance
Manufacturing
others

w .
«© Service Industry

348 | 1./73 1110 | 338 | 0.76 | 1.81 | 3.49 3.33
117 1121 | 404 | 415 | 713 | 448 | 0.99 | 5.50 | 1.15
835|790 | 407 | 468 | 7.33 | 3.60 | 854 | 6.72 | 9.53
349 | 3.06 | 342 | 5.24 | 287 | 419 | 3.58 | 3.83 | 3.0/
442 | 537 249 | 199 | 540 | 568 | 5.28 | 4.74 | 431
494 |1 8.09 | 760 | 6.37 | 550 | 542 | 6.89 | 6.37 | 7.20
3.79 1 0.71 | 151 | 341 | 290 | 355 | 2.00 | 242 | 2.83
594 | 439 | 345 | 3.71 | 418 | 6.40 | 481 | 4.26 | 6.11
2.28 | 948 | 437 | 590 | 3.32 | 6.10 | 5.78 | 481 | 3.38
513 | 6.26 | 492 | 414 | 791 | 4./3 | 5.52 | 3.07 | 3.07
722 | 224 110.65] 9.58 | 5.84 | 4.65 | 7.99 | 3.53 |10.15
9.58 |15.96|9.82 | 7.24 | /.20 | 9.08 | 6.38 | 5.82 |11.30
713 | 223 | 6.93 | 864 | 6.12 |10.26| 8.55 | 5.82 | 6.34
7.04 110.1610.82|13.04|11.96| 2.58 | 1.88 |17.32| 4.94
15.75124.90| 8.19 |10.23|19.53| 9.42 |22.41]16.59|12.99
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Fig. 4-5 presents the evaluation results graphically.
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Fig. 4-5. Evaluation results of the experiment of the second group

4.3.1 Summary

This experiment has given a new calibration complexity weight system to be
applied with the data segmented according to the IS categorical variable. When a
new project needs to estimate the effort, it uses this new calibration complexity
weight system to estimate the effort. The result of this phase then applies the
optimization framework CFCWO to get more accurate results. Experimental
results also confirmed that the proposed method accomplishes higher accuracy
than the FPA method.

5. CONTRIBUTION OF THE THESIS TO SCIENCE
AND PRACTICE

The main contribution of the thesis is the proposal of procedures for more
accurate software effort estimation by improving the Functional Point Analysis
method. The FPA method was born and is widely applied to the software industry.
However, many reasons lead to this method being inadequate, as mentioned in
section 4. That leads to the method needing to be updated to meet the evolving
trends of the modern software industry.

Overall, it is possible to summarize the contributions as follows:
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o The results of the performed experiments clearly showed that the estimates
of the development effort using the new calibration complexity weight
algorithm are more accurate than the estimates using the IFPUG FPA
reference method.

o The effect of clustering has been demonstrated, allowing new algorithms
to be applied to clustered data with the benefit of increasing the accuracy
of effort estimation.

o The most suitable clustering algorithm and categorical variable were
determined in the context of the study.

o A new framework has been created to optimize effort estimation based on
improved FPA using regression models, machine learning, and clustering.

o Based on experimental results, the Bayesian Ridge Regressor (BRR)
algorithm is the most appropriate approach to a new framework for
optimizing software effort estimation.

6. CONCLUSION AND FUTURE WORK

FPA was proposed and has made significant contributions to the software
industry. Besides, machine learning has also brought a big revolution in the field
of computer science; Software development effort estimation is no exception. The
application of machine learning in software effort estimation has been achieving
many remarkable achievements. This study combines FPA (traditional) and
machine learning (modern) methods to create a new method. In which, the effort
estimate in principle is still based on FPA but with the complexity weight system
on the basis of machine learning (CFCW). In addition, the results of the FPA-
based estimation process are once again optimized to achieve higher accuracy
(CFCWO). It has been demonstrated experimentally that with the proposal of this
study, the accuracy can be improved markedly.

Because software engineering is a continually changing field, today's actual
values may not correctly reflect software values tomorrow. As a result, the
weights proposed in this work must be revised to reflect the new trend. The
ISBSG dataset is a current database of companies from all over the world. It
represents the dynamic nature of today's software industry. As a result, when
project data is updated in the future, the IFFUG FPA weighting values should be
recalculated to reflect the most recent software industry trends. Cause the
coefficients are coherently related to data, the calibration process should be re-
performed when using another dataset differ ISBSG.

In this thesis, the main work is focused on improving the effort estimation
accuracy based on the functional complexity weight calibration. In fact, two other
factors in effort estimation need to be considered, VAF and productivity factor.
Future work will focus on these factors. With VAF, 14 GSCs are assessed as
potentially obsolete, or some of these properties are not suitable for the current
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situation. It is necessary to find the proper criteria for modern software industry
trends and their influence. With the productivity factor, new development
technologies help significantly improve productivity. The determination of this
factor is also another work that needs attention. In addition, other estimation
methods such as COSMIC, FiSMA, and NESMA will also be studied as
alternatives to the IFPUG FPA method.
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